Lecture 28
The Main Sources of Error

**Truncation Error**

Truncation error is defined as the error caused directly by an approximation method. For instance, all numerical integration methods are approximations and so there is error, even if the calculations are performed exactly. Numerical differentiation also has a truncation error, as will the differential equations methods we will study in Part IV, which are based on numerical differentiation formulas. There are two ways to minimize truncation error: (1) use a higher order method, and (2) use a finer grid so that points are closer together. Unless the grid is very small, truncation errors are usually much larger than roundoff errors. The obvious tradeoff is that a smaller grid requires more calculations, which in turn produces more roundoff errors and requires more running time.

**Roundoff Error**

Roundoff error always occurs when a finite number of digits are recorded after an operation. Fortunately, this error is extremely small. The standard measure of how small is called **machine epsilon**. It is defined as the smallest number that can be added to 1 to produce another number on the machine, i.e. if a smaller number is added the result will be rounded down to 1. In IEEE standard double precision (used by MATLAB and most serious software), machine epsilon is \(2^{-52}\) or about \(2 \times 10^{-16}\). A different, but equivalent, way of thinking about this is that the machine records 52 floating binary digits or about 15 floating decimal digits. Thus there are never more than 15 significant digits in any calculation. This of course is more than adequate for any application. However, there are ways in which this very small error can cause problems.

To see an unexpected occurrence of round-off try the following commands:

\[
\begin{align*}
> (2^{52}+1) - 2^{52} \\
> (2^{53}+1) - 2^{53}
\end{align*}
\]

**Loss of Precision (also called Loss of Significance)**

One way in which small roundoff errors can become more significant is when significant digits cancel. For instance, if you were to calculate

\[
1234567(1 - .9999987654321)
\]

then the result should be

\[
1.52415678859930
\]

which has 15 significant digits. But if you input

\[
> 1234567 \times (1 - .9999987654321)
\]

you will get

\[
> 1.52415678862673
\]

which has only 11 significant digits even though MATLAB used 15 digits in all its calculations.
Although this seems like a silly example, this type of loss of precision can happen by accident if you are not careful. For example in \( f'(x) \approx (f(x + h) - f(x))/h \) you will lose precision when \( h \) gets too small. Try

```matlab
format long
format compact
f=inline('x^2','x')
for i = 1:30
    h=10^(-i)
    df=(f(1+h)-f(1))/h
    relerr=(2-df)/2
end
```

At first the relative error decreases since truncation error is reduced. Then loss of precision takes over and the relative error increases to 1.

**Bad Conditioning**

We encountered bad conditioning in Part II, when we talked about solving linear systems. Bad conditioning means that the problem is unstable in the sense that small input errors can produce large output errors. This can be a problem in a couple of ways. First, the measurements used to get the inputs cannot be completely accurate. Second, the computations along the way have roundoff errors. Errors in the computations near the beginning especially can be magnified by a factor close to the condition number of the matrix. Thus what was a very small problem with roundoff can become a very big problem.

It turns out that matrix equations are not the only place where condition numbers occur. In any problem one can define the condition number as the maximum ratio of the relative errors in the output versus input, i.e.

\[
\text{condition # of a problem} = \max \left( \frac{\text{Relative error of output}}{\text{Relative error of inputs}} \right).
\]

An easy example is solving a simple equation

\[ f(x) = 0. \]

Suppose that \( f' \) is close to zero at the solution \( x^* \). Then a very small change in \( f \) (caused perhaps by an inaccurate measurement of some of the coefficients in \( f \)) can cause a large change in \( x^* \). It can be shown that the condition number of this problem is \( 1/f'(x^*) \).

**Exercises**

28.1 Identify the (main) source of error in each case and propose a way to reduce this error if possible.

(a) If we do \((\sqrt{3})^2\) we should get 3, but if we check

```matlab
> mythree=(sqrt(3))^2
> mythree-3
```

we find the error is \( \text{ans}=-4.4409e-16 \).

(b) Since it is a quarter of a circle of radius 2, we should have \( \int_0^2 \sqrt{4-x^2} \, dx = \frac{1}{4}\pi 2^2 = \pi \). We try to use `mytrap` from Lecture 21 and do

```matlab
> x=0:.2:2;
> y=sqrt(4-x.^2);
> mypi=mytrap(x,y)
> mypi-pi
```

and find the error is \( \text{ans}=-0.0371 \).
28.2 The function \( f(x) = (x-2)^9 \) could be evaluated as written, or first expanded as \( f(x) = x^9 - 18x^8 + \cdots \) and then evaluated. To find the expanded version, type

```matlab
> syms x
> expand((x-2)^9)
> clear
```

To evaluate it the first way, type

```matlab
> f1=inline('(x-2).^9','x')
> x=1.92:.001:2.08;
> y1=f1(x);
> plot(x,y1,'blue')
```

To do it the second way, convert the expansion above to an inline function `f2` and then type

```matlab
> y2=f2(x);
> hold on
> plot(x,y2,'red')
```

Carefully study the resulting graphs. Should the graphs be the same? Which is more correct? MATLAB does calculations using approximately 16 decimal places. What is the largest error in the graph, and how big is it relative to \( 10^{-16} \)? Which source of error is causing this problem?

---

Review of Part III

Methods and Formulas

Polynomial Interpolation:
An exact fit to the data.
For $n$ data points it is a $n - 1$ degree polynomial.
Only good for very few, accurate data points.
The coefficients are found by solving a linear system of equations.

Spline Interpolation:
Fit a simple function between each pair of points.
Joining points by line segments is the most simple spline.
Cubic is by far the most common and important.
Cubic matches derivatives and second derivatives at data points.
Simply supported and clamped ends are available.
Good for more, but accurate points.
The coefficients are found by solving a linear system of equations.

Least Squares:
Makes a “close fit” of a simple function to all the data.
Minimizes the sum of the squares of the errors.
Good for noisy data.
The coefficients are found by solving a linear system of equations.

Interpolation vs. Extrapolation:
Polynomials, Splines and Least Squares are generally used for Interpolation, fitting between the data. Extrapolation, i.e. making fits beyond the data, is much more tricky. To make predictions beyond the data, you must have knowledge of the underlying process, i.e. what the function should be.

Numerical Integration:

Left Endpoint:

$$L_n = \sum_{i=1}^{n} f(x_{i-1}) \Delta x_i$$

Right Endpoint:

$$R_n = \sum_{i=1}^{n} f(x_i) \Delta x_i.$$
Trapezoid Rule:

\[ T_n = \sum_{i=1}^{n} \frac{f(x_{i-1}) + f(x_i)}{2} \Delta x_i. \]

Midpoint Rule:

\[ M_n = \sum_{i=1}^{n} f(\bar{x}_i) \Delta x_i \quad \text{where} \quad \bar{x}_i = \frac{x_{i-1} + x_i}{2}. \]

Numerical Integration Rules with Even Spacing:

For even spacing: \( \Delta x = \frac{b-a}{n} \) where \( n \) is the number of subintervals, then:

\[ L_n = \Delta x \sum_{i=0}^{n-1} y_i = \frac{b-a}{n} \sum_{i=0}^{n-1} f(x_i), \]

\[ R_n = \Delta x \sum_{i=1}^{n} y_i = \frac{b-a}{n} \sum_{i=1}^{n} f(x_i), \]

\[ T_n = \Delta x \left( y_0 + 2y_1 + \ldots + 2y_{n-1} + y_n \right) = \frac{b-a}{2n} \left( f(x_0) + 2f(x_1) + \ldots + 2f(x_{n-1}) + f(x_n) \right), \]

\[ M_n = \Delta x \sum_{i=1}^{n} \bar{y}_i = \frac{b-a}{n} \sum_{i=1}^{n} f(\bar{x}_i), \]

Simpson’s rule:

\[ S_n = \Delta x \left( y_0 + 4y_1 + 2y_2 + 4y_3 + \ldots + 2y_{n-2} + 4y_{n-1} + y_n \right) \]

\[ = \frac{b-a}{3n} \left( f(x_0) + 4f(x_1) + 2f(x_2) + 4f(x_3) + \ldots + 2f(x_{n-2}) + 4f(x_{n-1}) + f(x_n) \right). \]

Area of a region:

\[ A = - \oint_C y \, dx, \]

where \( C \) is the counter-clockwise curve around the boundary of the region. We can represent such a curve, by consecutive points on it, i.e. \( \bar{x} = (x_0, x_1, x_2, \ldots, x_{n-1}, x_n) \), and \( \bar{y} = (y_0, y_1, y_2, \ldots, y_{n-1}, y_n) \) with \( (x_n, y_n) = (x_0, y_0) \). Applying the trapezoid method to the integral (21.4):

\[ A = - \sum_{i=1}^{n} \frac{y_{i-1} + y_i}{2} (x_i - x_{i-1}) \]

Accuracy of integration rules:

Right and Left endpoint are \( O(\Delta x) \)

Trapezoid and Midpoint are \( O(\Delta x^2) \)

Simpson is \( O(\Delta x^4) \)
Double Integrals on Rectangles:

Centerpoint:

\[ C_{mn} = \sum_{i,j=1}^{m,n} f(c_{ij})A_{ij}. \]

where
\[ c_{ij} = \left( \frac{x_{i-1} + x_i}{2}, \frac{y_{j-1} + y_j}{2} \right). \]

Centerpoint – Evenly spaced:

\[ C_{mn} = \Delta x \Delta y \sum_{i,j=1}^{m,n} z_{ij} = \frac{(b-a)(d-c)}{mn} \sum_{i,j=1}^{m,n} f(c_{ij}). \]

Four corners:

\[ F_{mn} = \sum_{i,j=1}^{m,n} \frac{1}{4} \left( f(x_i, y_j) + f(x_i, y_{j+1}) + f(x_{i+1}, y_i) + f(x_{i+1}, y_{j+1}) \right) A_{ij}, \]

Four Corners – Evenly spaced:

\[ F_{mn} = \frac{A}{4} \left( \sum_{\text{corners}} f(x_i, y_j) + 2 \sum_{\text{edges}} f(x_i, y_j) + 4 \sum_{\text{interior}} f(x_i, y_j) \right) \]
\[ = \frac{(b-a)(d-c)}{4mn} \sum_{i,j=1}^{m,n} W_{ij}f(x_i, y_j). \]

where
\[ W = \begin{pmatrix}
1 & 2 & 2 & 2 & \cdots & 2 & 2 & 1 \\
2 & 4 & 4 & 4 & \cdots & 4 & 4 & 2 \\
2 & 4 & 4 & 4 & \cdots & 4 & 4 & 2 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
2 & 4 & 4 & 4 & \cdots & 4 & 4 & 2 \\
1 & 2 & 2 & 2 & \cdots & 2 & 2 & 1
\end{pmatrix}. \]

Double Simpson:

\[ S_{mn} = \frac{(b-a)(d-c)}{9mn} \sum_{i,j=1}^{m,n} W_{ij}f(x_i, y_j). \]

where
\[ W = \begin{pmatrix}
1 & 4 & 2 & 4 & \cdots & 2 & 4 & 1 \\
4 & 16 & 8 & 16 & \cdots & 8 & 16 & 4 \\
2 & 8 & 4 & 8 & \cdots & 4 & 8 & 2 \\
4 & 16 & 8 & 16 & \cdots & 8 & 16 & 4 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
2 & 8 & 4 & 8 & \cdots & 4 & 8 & 2 \\
4 & 16 & 8 & 16 & \cdots & 8 & 16 & 4 \\
1 & 4 & 2 & 4 & \cdots & 2 & 4 & 1
\end{pmatrix}. \]
Integration based on triangles:

- Triangulation: Dividing a region up into triangles.
- Triangles are suitable for odd-shaped regions.
- A triangulation is better if the triangles are nearly equilateral.

Three corners:

\[
T_n = \sum_{i=1}^{n} \bar{f}_i A_i
\]

where \( \bar{f} \) is the average of \( f \) at the corners of the \( i \)-th triangle.

Area of a triangle with corners \((x_1, y_1), (x_2, y_2), (x_3, y_3)\):

\[
A = \frac{1}{2} \left| \det \begin{pmatrix} x_1 & x_2 & x_3 \\ y_1 & y_2 & y_3 \\ 1 & 1 & 1 \end{pmatrix} \right|
\]

Centerpoint:

\[
C = \sum_{i=1}^{n} f(x_i, y_i) A_i, \quad \text{with} \quad \bar{x} = \frac{x_1 + x_2 + x_3}{3} \quad \text{and} \quad \bar{y} = \frac{y_1 + y_2 + y_3}{3}.
\]

Finite Differences

Forward Difference:

\[
f'(x_i) = y'_i \approx \frac{y_{i+1} - y_i}{x_{i+1} - x_i}.
\]

Backward Difference:

\[
f'(x_i) \approx \frac{y_i - y_{i-1}}{x_i - x_{i-1}}.
\]

Central Difference:

\[
f'(x_i) = y'_i \approx \frac{y_{i+1} - y_{i-1}}{2h}.
\]

Higher order central differences:

\[
f''(x_i) = y''_i \approx \frac{y_{i+1} - 2y_i + y_{i-1}}{h^2},
\]

\[
f'''(x_i) = y'''_i \approx \frac{1}{2h^3} [y_{i+2} - 2y_{i+1} + 2y_{i-1} - y_{i-2}],
\]

\[
f^{(4)}(x_i) = y^{(4)}_i \approx \frac{1}{h^4} [y_{i+2} - 4y_{i+1} + 6y_i - 4y_{i-1} + y_{i-2}].
\]

Partial Derivatives: Denote \( u_{i,j} = u(x_i, y_j) \).

\[
u_x(x_i, y_j) \approx \frac{1}{2h} (u_{i+1,j} - u_{i-1,j}),
\]

\[
u_y(x_i, y_j) \approx \frac{1}{2k} (u_{i,j+1} - u_{i,j-1}),
\]

\[
u_{xx}(x_i, y_j) \approx \frac{1}{h^2} (u_{i+1,j} - 2u_{i,j} + u_{i-1,j}),
\]

\[
u_{yy}(x_i, y_j) \approx \frac{1}{k^2} (u_{i,j+1} - 2u_{i,j} + u_{i,j-1}),
\]

\[
u_{xy}(x_i, y_j) \approx \frac{1}{4hk} (u_{i+1,j+1} - u_{i+1,j-1} - u_{i-1,j+1} + u_{i-1,j-1}).
\]
Sources of error:

Truncation – the method is an approximation.
Roundoff – double precision arithmetic uses \( \approx 15 \) significant digits.
Loss of precision – an amplification of roundoff error due to cancellations.
Bad conditioning – the problem is sensitive to input errors.
Error can build up after multiple calculations.

Matlab

Data Interpolation:

Use the plot command `plot(x,y,'*')` to plot the data.
Use the Basic Fitting tool to make an interpolation or spline.
If you choose an \( n-1 \) degree polynomial with \( n \) data points the result will be the exact polynomial interpolation.
If you select a polynomial degree less than \( n-1 \), then MATLAB will produce a least squares approximation.

Integration

\[
\begin{align*}
\text{quadl}(f,a,b) & \quad \text{Numerical integral of } f(x) \text{ on } [a,b]. \\
\text{dblquad}(f,a,b,c,d) & \quad \text{Integral of } f(x,y) \text{ on } [a,b] \times [c,d].
\end{align*}
\]

Example:

\[
\begin{align*}
& f = \text{inline}('\sin(x*y)/\sqrt{x+y}','x','y') \\
& I = \text{dblquad}(f,0,1,0,2)
\end{align*}
\]

MATLAB uses an advanced form of Simpson’s method.

Integration over non-rectangles:

Redefine the function to be zero outside the region. For example:

\[
\begin{align*}
& f = \text{inline}('\sin(x*y)^3*(2*x + y <= 2)') \\
& I = \text{dblquad}(f,0,1,0,2)
\end{align*}
\]

Integrates \( f(x,y) = \sin^3(xy) \) on the triangle with corners \((0,0), (0,2), \) and \((1,0)\).

Triangles:

MATLAB stores triangulations as a matrix of vertices \( V \) and triangles \( T \).

\[
\begin{align*}
& T = \text{delaunay}(V) \quad \text{or} \quad \text{delaunay(x,y)} \\
& \text{trimesh}(T,x,y) \\
& \text{trimesh}(T,x,y,z) \\
& \text{trisurf}(T,x,y) \\
& \text{trisurf}(T,x,y,z)
\end{align*}
\]
Part IV
Differential Equations